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OOD: Teaching Objectives

* Introduction to Open OnDemand

* Command-line shell access

* File management

* Interactive server and GUI applications
* Job management and monitoring
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Introduction to Open OnDemand

* Portal GUI platform which provides single web-based point of entry
for HPC access

* Open OnDemand was developed at the Ohio Supercomputer Center
and is funded by the National Science Foundation

* Goal
* TO provide web access to the HCC HPC resources

* More information: https://openondemand.org/ N bNNERS”Y]OF
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https://openondemand.org/

Introduction to Open OnDemand

* Why OOD is useful?

* HPC access

* File access (view, edit, etc.)

* Job control (submit, monitor, delete)

Terminal access

Interactive application access (Desktop & Jupyter Notebook)
Zero install (browser based)

Easy to use (GUI interface)
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Connecting to HCC OOD

* To access HCC’s instance of Open OnDemand, use one of the
following links
* For Crane:
* https://crane-ood.unl.edu/

 For Rhino:
* https://rhino-ood.unl.edu
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https://crane-ood.unl.edu/
https://rhino-ood.unl.edu/

Connecting to HCC OOD

N UNIVERSITY OF NEBRASKA

i85 Holland Computing Center - Login
HCC Username:

demo01

Password:

T e

© Forgot your password?

For security reasons, please log out and exit your web browser when
you are done accessing services that require authentication!
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Connecting to HCC O0OD

UNIVERSITY OF NEBRASKA

Device: 0 poo-Xxx-0366) v Select .
Duo login
Choose an authentication method // method
\ ,;\ Duo Push RECOMMENDED Send Me a Push

What s this? 4 ' Call Me Call Me
Need help?
Powered by Duo Security [~ Passcode Enter a Passcode
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Connecting to HCC OOD

To return to the Dashboard
at any point, click on “Crane
OnDemand” in the upper
left-hand corner of the
window

Crane OnDemand Jobs ~

Clusters ~ Interactive Apps ~ -

/ Welcome to the new Crane OpenOnDemand portal! OnDemand is a "one stop shop" for access to High
Performance Computing resources. For questions, contact hcc-support@unl.edu.

Nebiaska

HOLLAND COMPUTING CENTER

OnDemand provides an integrated, single access point for all of your HPC
resources.

Message of the Day
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Have questions? See the documentation!
https://hcc.unl.edu/docs/

For SLURM docs, see https://hcc.unl.edu/docs/submitting_jobs/

HCC currently has no storage that is suitable for HIPAA, PHI, PID, classified

or other data sets for which access is legally restricted. Users are not
permitted to store such data on HCC machines.

powered by

OnDemand version: v1.7.14
DOnDemand
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Support, HCC documentation, change
password, and restart web server for OOD

e OnDemand  Files~  Jobs~

Clusters » Interactive Apps v @ My Interactive Sessions & Logged in as tanash

@ Contact Support

Welcome to the new Crane OpenOnDemand portal! OnDemand is a "one stop shop" for access to HCC's Crane cluster. For @ Online Documentation

Nebidska

HOLLAND COMPUTING CENTER

OnDemand provides an integrated, single access point for all of your HPC resources.

Message of the Day
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Have questions? See the documentation!
https://hcc.unl.edu/docs/

For SLURM docs, see https://hcc.unl.edu/docs/submitting_jobs/

HCC currently has no storage that is suitable for HIPAA, PHI, PID, classified

or other data sets for which access is legally restricted.

Users are not

& Change HPC Password

< Restart Web Server

@ Log Out

tunl.edu.
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Managing and transferring files with HCC

00D

Clusters ~ Interactive Apps~ @

# Home Directory o Select desired file system

Welcome to the ney I8 /work/demo/demo01 OnDemand is a "one stop shop* for

For questions

conta e /common/demo/demo0

N UNI\/[RSITY Of

HOLLAND COMPUTING CENTER

OnDemand provides an integrated, single access point for all of your

access to High Performance Com

HPC resources

DUTING resources
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Managing and transferring files with HCC

00D

m Go To... >_ Open in Terminal

¢) /home/demo/demo01/

-~ [ north-pacific-gyre

;- [ planets
----- || thesis_backup
- G writing

(& New File

aw New Dir

X Upload

[C] Show Dotfiles

[C] Show Owner/Mode

@ View (Z Edit AZ Rename/Move & Download 21 Copy I\ Paste * (Un)Select All

name

size

modified date

= north-pacific-gyre
planets
thesis_backup
— writing
notes.txt
solar.pdf

<dir>
<dir>
<dir>
<dir>
86b
21.08kb

08/07/2019
09/03/2019
09/03/2019
08/07/2019
08/07/2019
08/07/2019
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Managing and transferring files with HCC

00D

i Go To.., > Open in Terminal

~ .
, ¢> /home/demo/demo01/

north-pacific-gyre

_| planets

thesis_backup

J writing

(#New File =~ @@NewDir X Upload (] Show Dotfiles [] Show Owner/Mode

® View AZ Rename/Move & Download &) Copy I\ Paste % (Un)Select All
name size modified date

north-pacific-gyre
planets

—J thesis_backup
writing

R notes.txt
solar.pdf

<dir>
<dir> 08/07/2019
<dir> 09/03/2019
<dir> 09/03/2019
<dir> 08/07/2019
86b 08/07/2019
21.08kb 08/07/2019
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Managing and transferring files with HCC
OOD

3 Save /home/demo/demo01/notes.txt 12px VI Text VI Solarized Light vm
- finish experiments
write thesis

S W N =
~
-/
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Managing and transferring files with HCC

00D

@ > Open in Terminal (3 New File & New Dir & Upload [} Show Dotfiles

J north-pacific-gyre

planets
thesis_backup

- writing

¢) /home/demo/demo01/

(] Show Owner/Mode

@ View (Z Edit Az Rename/Move & Download ) Copy I Paste % (Un)Select All

x

File Explorer

narm size
Go to directory:
<dir>
, /work/demo/demooﬂ

nort <dir>
plan <dir>

| thes Cancel <dir>
writi <dir>

modified date

08/07/2019
09/03/2019
09/03/2019
08/07/2019
08/07/2019

solar.pdf 21.08kb

08/07/2019
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Managing and transferring files with HCC

00D

i Go To... >_ Open in Terminal (% New File im New Dir _ Show Dotfiles [ ] Show Owner/Mode

Home Directory ¢) /home/demo/demo01/

north-pacific-gyre

planets
thesis_backup

writing

@ View (# Eant AZ Rename/Move & Download ) Copy I Paste % (Un)Select All

name ° size modified date
/—\ k

. (Choose Files )No file chosen <dir>

planews <dir> 09/03/2019
thesis_backup <dir> 09/03/2019
writing <dir> 08/07/2019
notes.txt 86b 08/07/2019
solar.pdf 21.08kb 08/07/2019
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Managing and transferring files with HCC

00D

s Go To... >_ Open in Terminal

| ]
¢) /home/demo/demo01/

- north-pacific-gyre

- [ planets
_| thesis_backup
writing

(3 New File

@& New Dir

£ Upload

Show Dotfiles [ ] Show Owner/Mode

® View (# Edit AZ Rename/Move ‘ & Download ) Copy I\ Paste % (Un)Select All

name

@ north-pacific-gyre

size modified date

@8 planets
thesis_backup
writing

A notes.txt

<dir>

<dir> 08/07/2019
<dir> 09/03/2019
<dir> 09/03/2019
<dir> 08/07/2019

86b 08/07/2019

solar.pdf

21.08kb 08/07/2019
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Job management and submission with HCC

00D

Crane OnDemand  Files~

Clusters~  Interactive Apps~ @

® Active Jobs

Welcome to the ne & Job Composer id portal! OnDemand is a "one stop shop" for access to High
Performance Computing resources. Forquestions, contact hcc-support@unl.edu

Nebraska.

HOLLAND COMPUTING CENTER

OnDemand provides an integrated, single access point for all of your HPC

resources

Neb«vmsmrl%
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Job management and submission with HCC

00D

Crane OnDemand / Active Jobs

Active Jobs

Show 50 w entries

ID Name User
) 28042147  mathematica demo01

> 28042146  blastn demo01

Showing 1 to 2 of 2 entries

e

Filter:
Time
Account Used Queue Status Cluster Actions
demo 00:00:08 batch [ Completed JEEN@ CYUT
demo 00:00:30 batch = Crane ﬂ

NCBNERS”YRFa
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Job management and submission with HCC

00D

Crane OnDemand  Files~ Clusters~ Interactive Apps ~

@® Active Jobs

Welcome to the new Cran¢ ( # Job Composer ) | OnDemand is a "one stop shop" for access to High
Performance Computing resources. Forguestons, contact hcc-support@unl.edu.

Nel‘%%l%a

HOLLAND COMPUTING CENTER

OnDemand provides an integrated, single access point for all of your HPC
resources.

NeBNERSITYl%

Lincoln’



Job management an

00D

Crane OnDemand / Job Composer

Jobs

Steps to create a job:

1. Create a new job by copying from an |
existing job template directory or a
previously run job directory.

2. Edit the files in the job via the file

explorer.

3. Submit the job and monitor the
progress from the "Job Composer*
Index page.

Next
2:56pm

June 25,2020 BLAST job
2:56pm

Showing 1 to 2 of 2 entries

28042146 Crane [[XZZN)

Previous - Next

submission with

Job Details

28042147

Job Name:

MATHEMATICA job

Submit to:
Crane

Account:

Not specified

Script location

/work/demo/demo@1/.ondemand/projects/default/2

Ne
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Job management and submission with HCC

00D

Crane OnDemand / Job Composer

Templates

To create a new job, select a template to copy, fill out the form to the right, and click “Create New Job".

4 ow v | o o
RS et aLAST o

This is an example of basic nucleotide BLAST job with two cores using
Show 10 v entries Search: the BLAST databases from the blodata module
Job Name:
Name Cluster Source Ik
BLAST job
ABAQUS job Crane System Templates
Cluster:
BLAST job Crane System Templates Crane .
COMSOL job Crane System Templates
Script Name:
FLUENT job Crane System Templates
o e plate blastn.submit
GAMESS job Crane System Templates
Create New Job heset
GAUSSIAN job Crane System Templates ————
GROMACS GPU job Crane System Templates
Selected Template Details
GROMACS MPI job Crane System Templates
MATHEMATICA job Crane System Templates Template location:

Ne
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Job management and submission with HCC

00D

Crane OnDemand / Job Composer

Templates

To create a new job, select a template to copy, fill out the form to the right, and click “Create New Job".

4 ow v | o o
RS et aLAST o

This is an example of basic nucleotide BLAST job with two cores using
Show 10 v entries Search: the BLAST databases from the blodata module
Job Name:
Name Cluster Source Ik
BLAST job
ABAQUS job Crane System Templates
Cluster:
BLAST job Crane System Templates Crane .
COMSOL job Crane System Templates
Script Name:
FLUENT job Crane System Templates
o e plate blastn.submit
GAMESS job Crane System Templates
Create New Job heset
GAUSSIAN job Crane System Templates ————
GROMACS GPU job Crane System Templates
Selected Template Details
GROMACS MPI job Crane System Templates
MATHEMATICA job Crane System Templates Template location:
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SHELL access with HCC OOD

Files ~

>_Crane Shell Access

Welcome to the new Crane OpenOnDemand portal! OnDemand is a "one stop shop” fo

Performance Computing resources. For questions, contact hcc-support@unl.edu.

Nerﬁ‘sYEa

HOLLAND COMPUTING CENTER

OnDemand provides an integrated, single access point for a
resources

of yo

Last login: Thu Jun 25 14:26:17 2020 from 97.98.197.39
/\ S AN
- 2= /\
Ao \V} — _ee)
A\ _ _ N/ //"/
|> \/ — |

-_ e\ S P [

Have questions? See the documentation!
https://hcc.unl.edu/docs/

For SLURM docs, see https://hcc.unl.edu/docs/submitting_jobs/

HCC currently has no storage that is suitable for HIPAA, PHI, PID, classified
or other data sets for which access is legally restricted. Users are not
permitted to store such data on HCC machines.

You have no HCC acknowledgment credits currently
Info: https://hcc.unl.edu/docs/submitting_jobs/hcc_acknowledgment_credit/

[ /Work 11
[8.0% GB[SOTB) [
[8.0% (2.3GB/50TB) 110
[—_] [

[ /home /common
0GB/30TB)
(109.6GB/30TB)

1592% (293.6TB/1.9PB)

]

U:demo0l->[@.6% (0 lGBZZOGB ]

G: demo—-—>[2 3% (11.4GB/500GB) ]
>[3§;13.j§;21§[1@1_)

key: (U)ser, (G)roup, (E)ntire system

above output generated by 'hcc-du' command, type 'hcc-du -h' for more options

Purge policy on /work, see https://hcc.unl.edu/docs/handling_data/#purge-policy

[demo@1@login.crane ~]$
N b\JIVERSITY OF
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Virtual desktop and Jupyter Notebook with HCC

00D

Crane OnDemand  Files~ Jobs~  Clusters~

resources.

Desktops

Welcome to the new Crane OpenOnDemand portal! C CJDesktop
Performance Computing resources. For questions, conta

Jupyter Notebook

Neb“‘ﬁ’él%a

HOLLAND COMPUTING CENTER

OnDemand provides an integrated, single access point for all of your HPC

Select one

op" for access to High
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Virtual desktop and Jupyter Notebook with HCC

00D

Partition selection

J ob Constraints
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Virtual desktop and Jupyter Notebook with HCC
00D

Wi Applications Menu |#\ MATLAB R2019b - acad... @ Terminal FE D 1511 user 01 pemo

Terminal

File Edit View Terminal Go Help

HOME H 2 Shes=Ele P

iy New Variable

L - i
=23 Lma b\ [gFind Files b ]
iy Open Variable » PO - T A
New New  New Open (5 Compare Import Save DE | SIMULINK | ENVIRONMENT = RESOURCE
Script  Live Script v Data Workspace iz Clear Workspace
- hd hd
- _FILE VARIABLE -
@ % 5 ol 53 3/ » home » demo » demo0l » vl
Current Folder O 0 a do
Name ¢ New to MATLAB? See resources for Getling Started. x
3 I f =
3 fs>> |
+ ne
+ thesi k
> i
_) notes.txt

ﬂ solar.pdf

Details A

Workspace Ol

Name ¢ |Value

<] R0
-\ Ready

® 3 P & Ne UNIVERSITY §OF
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Virtual desktop and Jupyter Notebook with HCC

00D

_ Jupyter

Files

Running

IPython Clusters

Select items to perform actions on them.

| 0

~ W/

) creatures

O data

J

) molecules

pizza.cfg

Quit Logout

Upload |[Neww | £
Notebook
Julia 1.1
Matlab r2017b
Matlab r2019a
Octave 4.2
Python 3
R3.4 2B
R3.6
R4.0
SAS 9.4
TensorFlow 2.1 (py37)
TensorFlow GPU 2.1 (py37)

Text File
Folder

Terminal

NeBMVERsnYl%a
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Virtual desktop and Jupyter Notebook with HCC

00D

Crane OnDemand

Interactive Apps
Desktops
CJDesktop

Servers

= Jupyter Notebook

Jobs~

Home My Interactive Sessions

Clusters~ Interactive Apps ~ =)

Welcome to the new Crane OpenOnDemand portall OnDemand is a "one stop shop* for access to High Performance Computing resources.
For questions, contact hcc-support@unl.edu.

| @D | Running

Desktop (28042256)

Host: c0128.crane.hcc.unl.edu ‘ il Delete '
Created at: 2020-06-25 15:13:12 CDT —~—
Time Remaining: 58 minutes

Session ID: 1bc4e997-7f6-4eff-9fc7-e07e55f95679

Compression Image Quality
aasssssssss———— L= ]

0 (low) to 9 (high)

Launch Desktop

0 (low) to 9 (high)

View Only (Share-able Link)

Jupyter Notebook Example: https://github.com/tanash1983/HCC Jupyter Example.git
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https://github.com/tanash1983/HCC_Jupyter_Example.git?fbclid=IwAR1dLXa9vmcuIyBf4Bw3uKuFY4ZHZooNkgV-fZdqU_DQg4Z7FHaEBT8gbHQ

