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•  What	is	the	OSG?	

•  Who	uses	OSG?		

•  Owned	vs.	Opportunis)c	Use	

•  Characteris)cs	of	OSG-Friendly	Jobs		
	
•  Is	OSG	Right	for	Me?	

	



•  The	OSG	is	a	consor)um	of	soVware,	service	and	resource	providers	and	
researchers,	from	universi)es,	na)onal	laboratories	and	compu)ng	
centers	across	the	U.S.,	who	together	build	and	operate	the	OSG	project.	

•  Funded	by	the	NSF	and	DOE.	
	

A	framework	for	large	scale	distributed	resource	sharing	addressing	the	
technology,	policy,	and	social	requirements	of	sharing	compu)ng	resources.	

The	Open	Science	Grid	
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>	50	research	communi)es			
>	130	sites 	 	 		
>	100,000	cores	accessible	
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The	Open	Science	Grid	
Over	1.8	billion	CPU	hours	per	year!!	



•  Astrophysics	
•  Biochemistry	
•  Bioinforma)cs		
•  Earthquake	Engineering	
•  Gene)cs	
•  Gravita)onal-wave	physics		
•  Mathema)cs	
•  Nanotechnology	
•  Nuclear	and	par)cle	physics	
•  Text	mining	
•  Covid-19	

•  And	more…	

Who	is	Using	the	OSG?	
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Image	Credit		
haps://www.cdc.gov/	



OSG	Usage	
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•  VO	=	Virtual	
Organiza)on	

•  Most	OSG	use	is	on	
dedicated	resources	
(used	by	resource	
owners)	–	‘atlas’,	
‘cms’	

•  About	15%	is	
opportunis1c	use	–	
‘osg’,	‘hcc’,	‘glow’	

CPU	Hours	by	VO	in	past	30	days	



OSG	Jobs	
•  High	Throughput	CompuCng	

Ø  Sustained	compu)ng	over	long	periods	of	)me.		Usually	serial	
codes,	or	low	number	of	cores	threaded/MPI.	

vs.	High	Performance	CompuCng	
Ø  Great	performance	over	rela)ve	short	periods	of	)me.		Large	

scale	MPI.	
						
•  Distributed	HTC	

Ø  No	shared	file	system	
Ø  Users	ship	input	files	and	(some)	soVware	packages	with	their	

jobs.	
		

•  OpportunisCc	Use	
Ø  Applica)ons	(esp.	with	long	run	)mes)	can	be	preempted	(or	

killed)	by	resource	owner’s	jobs.			
Ø  Applica)ons	should	be	rela)vely	short	or	support	being	restarted.	
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OSG	Jobs	
•  Run-)me:	1-12	hours	
•  Single-core	
•  Require	<2	GB	Ram	
•  Sta)cally	compiled	executables	(transferred	with	jobs)	
•  Non-proprietary	soVware	
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OSG	Jobs	
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These	are	not	hard	limits!	
•  Checkpoin)ng	–	for	long	jobs	that	are	preempted	

-  Many	applica)ons	support	built-in	checkpoin)ng	
-  Job	image	is	saved	periodically	so	that	it	can	be	restarted	on	a	new	host	

aVer	it	is	killed	(without	losing	the	progress	that	was	made	on	the	first	
host)	

•  Limited	support	for	larger	memory	jobs	
•  “Par))onable”	slots	–	for	parallel	applica)ons	using	up	to	8	cores	
•  Modules	available	–	a	collec)on	of	pre-installed	soVware	packages	
•  Can	run	compiled	Matlab	executables	
	

•  Run-)me:	1-12	hours	
•  Single-core	
•  Require	<2	GB	Ram	
•  Sta)cally	compiled	executables	(transferred	with	jobs)	
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Is	OSG	right	for	me?	
Are	your	jobs	
OSG-friendly?	
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Con)nue	
submirng	to	
HCC	clusters	

Would	you	like	to	have	
access	to	more	
compu)ng	resources?	

Consider	
submirng	your	
jobs	to	OSG	

You	will	need	to	change	your	
submit	script	slightly	(to	use	
HTCondor	scheduler).	
Please	contact	us	for	help	
hcc-support@unl.edu	

yes	

yes	
no	

no	
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For	more	informa)on	on	the	Open	Science	Grid:	
haps://www.opensciencegrid.org/	
	
For	instruc)ons	on	submirng	jobs	to	OSG:	
haps://go.unl.edu/hcc-osgsubmit	


